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In his article in the November 2006 JMDE, Thomas Cook reviewed the current debate on the role of randomized control trials (RCT). While his article focused on educational research, the issues raised, and the responses by Michael Scriven (2006) and Jane Davidson (2006), highlighted the broader issues currently being debated on the need for more ‘rigorous’ program evaluation in all sectors. The purpose of this article is to extend the discussion to the field of international development evaluation, reviewing the different approaches which can be adopted to rigorous evaluation methodology and their applicability in a development setting.

In the international development field there is a growing debate on the need for more rigorous evaluation design, and specifically the use of randomized control trials. The majority of evaluations carried out by official development agencies have largely been process evaluations. In addition, from the early eighties there was an increased use of participatory evaluation approaches. Such approaches were a welcome change from a tradition which had not seen it necessary to seek the opinion of the intended beneficiaries of aid-financed interventions, but they did not produce data amenable to quantitative analysis of impact. The rise of results-based approaches in government agencies in developed countries, and the associated focus on the Millennium Development Goals as a measure of development progress, has resulted in greater calls to be able to demonstrate aid impact, and to know what works (see White, 2004, for a discussion of the results agenda in development agencies).

Several international conferences have stressed the need for greater accountability in the use of aid and greater rigor in the assessment of development outcomes. In particular, the 2002 Monterrey Conference on Financing for Development heightened interest in the use of results-based management in development agencies and the 2005 Paris Accords encouraged multi-donor cooperation in the promotion of, among other things, impact evaluations. The Poverty Action Lab (PAL) at MIT has for a number of years been promoting the use of randomized designs and also offers training programs for developing countries on the use of these designs. The Center for Global Development (CGD) has become a strong advocate of more rigorous evaluation designs, notably in their publication “When Will We Ever Learn” (CGD, 2006). Recently CGD issued a “Call to Action”, calling for the creation of an independent evaluation agency to ensure more independence and rigor in the evaluation of development programs. The term “Gold Standard” has recently been introduced into evaluation discourse to refer to RCTs as being the impact evaluation methodology to which development agencies should aspire, though this privileged position is disputed by others.

The purpose of this article is to seek common ground on ways to strengthen the
methodological rigor and quality of development impact evaluations, while at the same time adapting the methodology to the technical, administrative, political and socio-cultural contexts within which these evaluations are developed, implemented and used.

The Strengths and Limitations of RCTs in the International Development Context

Cook argues that evaluation has to deal with different kinds of ideas and issues and causal questions are not always important. This is indeed the case, as shown by the heavy reliance of development agencies on process evaluations for lesson learning and accountability (with respect to the use of inputs and possibly assessing actual outputs against target values). However, for answering questions about causality randomized designs can be well warranted theoretically and empirically and they are widely perceived to have at least a marginal advantage over other bias-free methods such as regression discontinuity. Experiments also enjoy credibility in some policy debates—though this is not yet the case in most developing countries or even in all international development agencies. Consequently, having rigorous evidence on impact can increase the likelihood of information being used in policy debates.

Cook argued that randomized designs have a significant methodological advantage over quasi-experimental designs, none of which can adequately control for sample selection bias. Cook recognizes that valid knowledge has often come from non-experiments and there are many situations in which randomized designs are not possible. Despite their advantages, relatively limited use has been made of randomized designs in social (policy) research. He concludes that multiple methods are required in policy research, that generating better causal knowledge has a large role in policy research and that there is a special need for experiments today.

Many of these arguments are equally applicable to the international development field. International development projects typically use one of two procedures for participant selection: self-selection (people are invited to apply for, for example, small business loans, or communities apply to participate in a program to provide water, schools or other social services) and administrative selection (the project implementing agency selects the individuals, communities or administrative areas who will participate). Hence there is very probably a selection bias as participants are likely to have special characteristics, often correlated with project success, which distinguish them from non-participants.

If selection characteristics are known and observed then they can be controlled for to remove the bias by using a range of quasi-experimental (regression-based) techniques. But if selection characteristics cannot be observed—depending on such things as ‘entrepreneurial’ or ‘community’ spirit—then the omission of these variables will bias regression-based estimates of project impact. However, in the cases that these unobserved determinants do not vary over time (time invariant) then their influence can be removed by double differencing (the difference in the change in the outcome for the treatment and control groups), and so selection bias eliminated—but we have to assume this time invariance as it can of course not be observed.

Where effect sizes are small, or there is a long time between treatment and measuring impact, then the problem of having to control for all confounding factors is greater, and so randomization again appears attractive. But the integrity of the design must be preserved, meaning that the control group must not receive any treatment.

The methodological advantage of RCTs is that they eliminate both project selection and sample selection bias—the two major threats to conclusion validity. This is a very powerful
advantage that cannot be matched by quasi-experimental designs. Some argue that regression discontinuity designs can also largely control for these biases, but this approach has been used infrequently in development evaluation, partly as the required longitudinal data sets are rarely available, but also because the enforcement of eligibility criteria (upon which the approach depends) is more likely to be lax in developing countries—an examination of the Grameen Bank microfinance program in Bangladesh found that, contrary to its stated criteria, many beneficiaries had more than one acre of land (Morduch, 1998). A study of a child growth monitoring program, also in Bangladesh, found that most community nutrition workers were unable to correctly interpret the growth charts used to select children for supplementary feeding (World Bank, 2005).

However, the advocacy for RCTs and strong evaluation designs, and the related, but separate, call for the creation of an independent evaluation agency, has stimulated a strong response from many critics, questioning the applicability, or the claimed advantages of these approaches. Most fundamentally, some critics argue that complex processes of social change cannot be assessed through quantitative outcome measures that ignore the setting within which the program is implemented, do not study how the implementation process affects outcomes, do not assess the qualitative dimensions of the program, and do not have the flexibility to identify and study changes that take place, both in project administration and in the project setting, during the life of the project. A powerful part of this critique, which has strongly influenced development agencies in the past, is the argument that intended outcomes such as ‘empowerment’ are immeasurable, certainly in terms of the money metric (see, for example, Kabeer, 1992). However, considerable progress has been made in the last decade in measurement of apparent elusive concepts such as social capital (e.g., Krishna, 2002) and, indeed, empowerment (Alkire, 2005, and Alsop et al., 2006). But even those who accept the validity of RCTs point out their limitations.

The first limitation is the narrow range of interventions to which RCTs can be applied. Such an approach is most readily applicable when the intervention is a discrete, homogenous intervention—precisely like a drug, and so the prevalence of the approach in the medical field, including in developing countries. But development projects are usually complex, heterogeneous and evolve during implementation. Examples where randomized approaches have been used are interventions such as conditional cash transfers (a grant to the household conditioned upon certain behavior, such as sending girls to school or ensuring children receive regular health check-ups), or very specific changes such as using flip charts in school or deworming school children. But for a large, multi-million dollar intervention, it is likely that only small sub-components of the project, if any, will be amenable to an experimental approach. For example, a single education project may support school rehabilitation, curriculum and textbook development, teacher training, strengthening local government management capacity, and technical support to the Education Management Information System—but at best selected sub-components of such a project will be amenable to a randomized evaluation. Development projects may also suffer from a small n problem, since the project may focus on working with one, or only a small number of agencies (such as supporting the creation of an anti-corruption commission or technical assistance to a government ministry), or support national policy reform.

A second limitation is that, even when an intervention appears to be homogenous, it can be difficult to ensure that this is in fact so across time and space. It is rarely possible to ensure a high degree of control over the conditions of subjects throughout the treatment period (which may last for a year or more in some
cases), or to ensure multiple repetitions of the treatment with different dosages on different subject groups. Often logistical problems make it difficult to ensure that school books, medicines or other inputs are delivered on-time and regularly re-supplied to all locations. This can be complicated by irregular electricity, computer networks or, in poorer countries, availability of fuel. In more than one project we have evaluated the project workers accompanying the evaluation team to the field were not recognized by the villagers, having not visited the village for up to two years, and in other cases the quality of the services may vary, when for example, health centers, schools or other facilities are understaffed, or not all staff receive the preparatory training or speak the local language. A major challenge for many evaluations is to be able to monitor or document what services have actually been received as project monitoring systems either do not provide this information (e.g. there is no record of how many patients receive both the full package of malaria treatment and are given the required orientation on the use of the kit) or the project administrators intentionally fail to report deficiencies (as when many teachers are absent during the planting or harvest seasons). Consequently, the evaluator often has only limited information on how uniformly treatments were actually administered.

Furthermore, when projects are administered in phases it will often be found that selection criteria will be modified as the characteristics of the target population are better understood or political pressures come into play to allow certain previously excluded groups to be considered (for example, a secondary school scholarship program may originally have been targeted for rural areas but children in urban areas may gradually be admitted). Alternatively, the package of services, or the way they are administered, may change.

Similarly, when the project is implemented in different locations, and particularly when these fall under different administrative jurisdictions, the selection procedures may vary—either because the nature of the data used to define the target population may differ or because of different political pressures. Or the project may use different implementing agents—sometimes government, sometimes non-governmental organizations (NGOs), often a number of them—in different parts of the country. So, for example, as mentioned in the Bangladesh example above, in a growth monitoring program the technical skills of community nutrition workers is crucial, but the ability of different NGOs to effectively train women for this role can vary enormously.

A further requirement is that the project environment remains constant for all subjects throughout the treatment period and that no external events interfere with the supposedly controlled implementation setting. It is often not possible to ensure this degree of control and external events such as the opening of a new factory, or the launch of a project by another agency might complement or interfere with outcomes of the project being studied. Or different project settings may be subjected to economic, political, demographic or other changes that may affect how the project is implemented in different locations.

In addition to difficulties in satisfying these requirements in most development contexts, there are a number of other problems affecting the utilization of RCTs. First, the RCT evaluation designs are by definition inflexible in that the same measurement instruments must be applied throughout the evaluation. This makes it difficult to capture or adapt to changing circumstances such as changes in participant selection procedures, how the project is administered or to contextual changes that might have a different effect on project and control groups. For example, urban renewal programs might affect the comparison groups, or the opening of new industries might affect the economic opportunities of the target population.
A further potential problem concerns “seepage” (or “contagion”) when sectors of the control group become absorbed into the project population or when they have de facto access to project benefits. Examples of the latter include access to water supply by neighboring communities (which also reduces water availability for project households), non-eligible communities or individuals gain access to scholarship programs or other educational interventions, or information campaigns spread by word of mouth rather than project-supported media.

Another potential issue concerns the fidelity of the data collection procedures (how accurately they represent the situation being described). While this is an issue for all evaluation designs it may be particularly problematic for RCTs that rely on one or a limited number of quantitative indicators.

It is sometimes claimed that the implementation of an RCT design will be more expensive than a non-RCT. However, this will not always be the case as a randomized design will often significantly reduce the cost of sample frame construction as both project and control samples are generated from the same sampling frame.

Finally there may be practical difficulties to implementing a randomized design. The most common is that a random allocation is not acceptable to policy-makers, either because the program’s scope is national, or where it is not, then administrative criteria are preferred or there is political interference in the allocation, which can also come into play once an intended experiment is underway. A project management office, which is typically a unit under a parent ministry, is not politically powerful, so higher-level political support is needed to experimental designs to enforce their implementation at local level.

A second practical problem is that evaluators are usually not involved in project design, and so potential opportunities to introduce strong evaluation designs are sometimes missed as the project design and the parameters of the evaluation have already been established before the evaluator is called in. Of course in some cases randomized designs are selected even without the involvement of the evaluator. One example is when demand for a particular service exceeds supply and a lottery is used to ensure that the system of selection is seen to be fair and to avoid political or other pressure during selection—but such cases are very rare in developing countries.

Third, there are sometimes ethical objections to the use of randomization as it is perceived that important benefits affecting health or even life-saving treatments are deliberately withheld from people who need them. Indeed, the term experiment has unfortunate connotations, as people may object to being ‘experimented’ on—randomized program designs for the Maori population in New Zealand were stopped for precisely this reason. The response to this, which may prove acceptable is that the control is not getting the treatment yet, rather than it is not getting it at all.

Finally, government policies or interventions of other agencies may differentially affect the project and control populations. In some cases government or other agencies may provide additional services to the target population to take advantage of the investments already being made by the project implementing agency. In other cases, these agencies may only focus on the non-beneficiary population to avoid duplication or to even out levels of benefits to different sectors of the low-income population.

The above considerations are just some of the constraints on using RCTs in developing countries. The fact that there have been so few such experiments is not simply because agencies have been unwilling or unable to implement such evaluations, but because it is often estimated that probably at most only about 5 percent of the total value of development finance is amenable to such an approach. Even
the most ardent proponents of RCTs in the development field admit that they “must necessarily remain a small fraction of all evaluations” (Duflo & Kremer, 2005, p. 205).

Despite these difficulties there are a number of situations in which randomized trials can be used. In principle the possibility of using an RCT can be considered whenever there is a clearly defined target population, subjects can be randomly allocated to treatment and control groups, a significant proportion of the population will not receive the treatment, the treatment is applied in a standardized and uniform way, and the project setting remains relatively stable throughout the period of the trials. Consequently, RCTs are likely to work better when the trial lasts for a relatively short period of time.

The following are some of the situations in which RCTs can be used. First, government may decide to use a lottery selection system to ensure equity and transparency in the selection procedure. The Bolivian Water Supply and Sanitation project was one example where a lottery was used because demand from villages interested in receiving these services exceeded the government’s ability to provide the services within a given period (in this case programs were planned on an annual basis). The lottery was considered politically and ethically acceptable because this was a multi-year program so that villages not selected during the first year knew they had another chance to enter the lottery again the following year.

Second, there are a number of situations in which stakeholders are interested to test the effectiveness or cost-effectiveness of treatments in different combinations and settings and where randomization is possible and politically acceptable. These are often situations where replication of a program is being considered and where it is important to separate real project effects from other confounding factors. Examples where RCTs have been used include: comparing the effectiveness of deworming with other ways to increase school attendance or performance; the effectiveness of water supply and sanitation on community health and income and the comparison of the effectiveness of different delivery systems (community managed versus top-down); the impacts of vouchers for private schooling in Colombia; and the impact of changing interest rates on loan acceptance in South Africa.

Third, as Cook observes in his article, there are situations in which randomized trials are considered to be more credible than other options by some key stakeholders, so there may be political support for their use. Such an argument might apply to some countries in Latin America, where there is a strong tradition of impact evaluation (several countries require such studies to be carried out for all social programs), and randomized approaches have become widely known through their use for high-profile conditional cash transfer programs, notably PROGRESA in Mexico. But, outside of Latin America, such a systematic demand from policy makers is at present unlikely in developing countries.

Opportunities for Applying Strong Quasi-Experimental Designs in International Development

The problems of program heterogeneity and of a small $n$ also limit the applicability of quasi-experimental impact evaluation designs. The problem of possibly immeasurable outcomes will hinder any quantitative approach. Nonetheless, although still only representing a minority of all project evaluations, the opportunities for applying strong quasi-experimental designs are much greater than for using RCTs. There are many situations where randomization was not possible, or was not used, but where a pretest-posttest control group design was used, which allows a double-difference based approach. As argued above, such approaches can be bias free unless there are unobserved determinants of program
participation which vary over time and which are correlated with the outcomes of interest. These designs can be used whenever survey data can be collected on both the project and a (reasonably representative) comparison group at the start and end (or at some point late in the project cycle) of the project. They are particularly strong when good secondary survey data are available so that propensity score matching or instrumental variables can strengthen the comparison between the two samples.

One of the main limitations on the use of strong quasi-experimental designs is that frequently the evaluation is not commissioned until late in the project cycle so that baseline data cannot be collected. This late start would of course also eliminate the possibility of using RCT. However, when the evaluation does begin at the start of the project, and if sufficient funds are available, it is often possible to use the pretest/posttest control group design. Examples include: evaluating housing and urban infrastructure projects targeted to clearly defined low income populations; conditional cash transfer programs; scholarship programs targeted for a particular section of the school population (for example female secondary students or all students from poor families when there is a clearly defined criterion of poverty); water supply and sanitation projects targeted for particular communities and road construction projects (although in these latter cases the definition of project and control groups is often more difficult, but not impossible to define).

Even if a formal baseline survey was not conducted, there may be other surveys which have been carried out in the project area which can serve this purpose. For example, in its evaluation of agricultural extension services in Kenya, the World Bank Independent Evaluation Group (IEG) commissioned a household survey of 285 households which had been covered by the Rural Household Budget Survey 15 years earlier, at the start of the National Extension Project (World Bank, 1999). In another example, for its study of support to basic education in Ghana, IEG surveyed 1,600 households and 705 schools in 85 enumeration areas which had been covered by a combined income and expenditure and education survey in the late 1980s (World Bank, 2003).

Despite the practical and political difficulties discussed above, strong evaluation designs have an important role to play in international development. Very few development programs have been subjected to rigorous impact evaluations, and the vast majority have been assessed without even a simple quasi-experimental design or any reference to a counterfactual. A large proportion of aid projects have not been subject to any impact evaluation, but even when there has been such a study it has not always employed a counterfactual. A review by the World Bank’s evaluation department (OED, now called IEG) of its own impact evaluations found that of the 78 studies so classified only 21 had employed a counterfactual (Gupta Kapoor, 2002), though the situation has changed so that all new IEG impact studies contain counterfactual analysis. Consequently many of the claims that programs have been “effective” and have achieved their objectives (contributing to the elimination of poverty, increasing school enrolment and performance and so on) are often based on rather flimsy evidence. Many agencies define impact as simply comparing baseline measures with post project measures for the target population with no kind of comparison group and it is implicitly assumed that all of the changes can be attributed to the project intervention.

Recently there has been a renewed concern within the development community for greater aid accountability and many agencies have introduced results-based management, which it is claimed focuses on a better measure of results (outcomes and possibly impacts). However, in most cases the results-based management systems continue to rely on post project...
comparisons with a baseline but with no comparison group, so it is not clear how much progress has been made.

Consequently, reasonably robust evaluation designs that include a logically defensible counterfactual, even if they do not satisfy the highest methodological standards, can provide a significantly better understanding of the extent to which development programs are achieving their objectives as well as helping understand the factors contributing to the level of impact and how it is distributed among different sectors of the target population.

As we will discuss in the next section, there are a wide range of impact evaluation design options that offer a useful level of understanding of potential impacts even when evaluations are conducted under budget and time constraints. Many of these techniques can also be used in the very common situation where the evaluation is not commissioned until late in the project cycle.

The main message is on the need to broaden the focus of the debate beyond searching for the relatively small number of project settings where rigorous designs can be used (although advantage should be taken of all opportunities to apply these designs), to focusing on proposing a wider range of impact evaluation methodologies than can provide operationally useful, and acceptably valid estimates, of project impact and that can be applied to a much wider range of development interventions. The challenge is to define a minimum set of methodological criteria for an evaluation design to be considered sufficiently rigorous to provide valid estimates of project impact.

Real-World Approaches to Impact Evaluation

Evaluations are commissioned either at the outset of a project (ex ante) or toward its end (ex post). The former case permits the use of stronger evaluation designs and much of the discussion on rigorous impact evaluations is limited to a discussion of this scenario. However, even when the evaluation is planned to commence with the start of the project there are a number of real-world constraints that limit the possibility of using strong evaluation designs (Bamberger, Rugh & Mabry, 2006). Budget constraints may exclude collection of baseline data for a comparison group and may even limit the kinds, and sample size, of baseline data which can be collected on the project population. In other cases time pressures may limit baseline data collection or make it impossible to conduct exploratory studies and pilot testing of data collection instruments required for a sound survey design. Time pressures may squeeze out the baseline altogether—once project implementation starts there is much to be done, and conducting a baseline survey for an impact study that will only produce results some years hence is far from a priority so it is eventually conducted, at best, a few years into the project (in a recent Indian irrigation project we studied, the ‘baseline’ had been conducted five and a half years into a seven year project). For this reason, it is preferable to conduct the baseline before the formal start of the project, which will usually require funds from a different source. It may also be difficult to identify populations not affected by the project from which a comparison group could be selected. Finally there may be political or administrative constraints such as the implementing agency’s concern that interviewing families or communities not scheduled to receive project benefits will stir up political controversy or create pressures to expand the scope of the project beyond available plans or resources. In other cases the client is not convinced that it makes sense to “waste” money and time interviewing populations not involved in the project.

But it is more common that the evaluation is not commissioned until towards the end of the project, or even after it has finished—either
because funding and implementing agencies only become aware at this late stage of the need to collect systematic evidence on which to make decisions about continuation or replication of the project, or because the original project document required an impact evaluation but it was not considered a priority. Indeed, it is currently common practice amongst the evaluation departments of all major development agencies to not get involved in evaluation until the end of the project, although the project should also contain plans for a ‘self-evaluation’ implemented by the project staff. Only recently has the World Bank’s evaluation department made an exception and allowed its staff to give ex ante advice on evaluation design for a health financing project in the Indian state of Karnataka. The French development agency has also recently begun an impact evaluation program with ex ante evaluation. But these examples remain exceptions.

Frequently, but not always, the belated interest in evaluation also means that there is an inadequate budget and often time pressures to deliver the evaluation report in time for the negotiations on the future of the project. Critics also claim that given that the evaluation is being commissioned to support the agency’s claim that the project should continue to be funded, the evaluator is often given subtle, or not so subtle hints that while the evaluation must be “objective and impartial”, it is hoped that the findings will be positive. However, our experience of working for a number of development agencies suggests this is not common practice, though the extent to which it happens varies and is more nuanced. In general evaluations undertaken for or by evaluation departments have a fair degree of independence. There are usually systems for review or response from the operational side of the agency, which can help correct errors of fact, though may sometimes also allow pressure to be brought to bear on content—though formal independence can limit these pressures. ‘Self-evaluations’ are more likely to be subject to these biases, but can still provide valuable lessons, though it may sometimes be necessary to read between the lines.

The range of possible quasi-experimental and non-experimental impact evaluation designs is summarized in Table 1. These approaches have been widely used in real-world contexts when experimental (randomized) designs have not been an option. The designs are ordered roughly from methodologically most to least robust. However, this is only a loose classification as theoretically sound designs can be considerably weakened if they are not properly implemented (which of course also applies to RCTs), while some of the theoretically weaker designs can be strengthened for example if used as part of a mixed-method, theory-based design or if additional observation points can be included.

It should also be emphasized that this categorization is made from a quantitative evaluation design perspective and many qualitative evaluation practitioners would take issue with the underlying premise of the superiority, or even the appropriateness of the quantitative methods on which the judgment is made.

Five of the designs (1, 2, 4, 5 and 7) can only be used when the evaluation begins at the start of the project. One design can be used when the evaluation begins when the project is already underway (design 3) and two are used for evaluations that start late in the project cycle (designs 6 and 8).

**Strengthening the Evaluation Design**

There are a number of cost-effective ways to strengthen impact evaluation designs when working under budget, time or data constraints. Indeed, these methods should be adopted for any impact evaluation. But they are particularly important when facing time or budget constraints as they help underpin the validity of the findings.
The first is to consider the feasibility of building the evaluation design on a program theory model. A theory-based approach involves mapping out the channels through which the inputs are expected to achieve the intended outcomes. When circumstances permit (see later in this paragraph), a program theory model helps explain the links in the causal chain enabling the evaluation to identify the key assumptions that must be tested. A program theory can also incorporate contextual analysis so as to identify local economic, political, institutional, environmental and socio-cultural factors that can help explain differences in the performance and outcomes of the same project when implemented in different locations. Theory-based approaches can also incorporate process analysis so as to monitor how the project is actually implemented, the quality of implementation and unplanned variations in the package of services actually received by different communities or beneficiaries. Under certain conditions the program theory can help distinguish between design failure and implementation failures to explain why intended outcomes were not achieved, and can help establish plausible association between inputs and outcomes—or the lack of such an association.

However, program theory models only work well under certain conditions. Theory models do not work well when there is no sound theory on which to build, or there is a lack of empirical evidence on, for example, expected effect sizes or the linkages between key variables. They are also difficult to use when there are several competing theories. However, Weiss (2000) argues that it is possible to develop and test several alternative theory models based on different theories. For example, Carvalho and White (2004) defined and tested two competing theories to explain the likely impacts of social investment funds on the level of local participation in the selection of community social infrastructure projects. One theory, advocated by the supporters of social funds, argued that inviting local communities to select among different social infrastructure projects would increase the level of community participation; while the other theory, espoused by some critics of the approach, argued that the decision-making process would be co-opted by local elites and would not increase local participation.

A World Bank evaluation of agricultural extension services in Kenya found that extension workers spent far less time than planned in the field and visiting farmers, and that since the planned link from new research to extension advice did not operate, the extension workers were proposing to farmers that they adopt methods most had already adopted. Hence the result that there was no impact on yields is extremely plausible although the control was not a randomized one (World Bank, 1999).

A second method for strengthening evaluation design—for all evaluations not just weaker ones—is to adopt a good mixed-method design, combining quantitative and qualitative approaches in the formulation, implementation and analysis of the evaluation. This can be done in a number of ways. Qualitative data may be used for triangulation that is to provide additional evidence in support of the quantitative results. But the most important role for qualitative data is often to help frame the research. An evaluation design, and quantitative questionnaire, framed in ignorance of field conditions is very likely to overlook important aspects of how the project actually functions, which may well differ from what is described in the operational manual. Finally qualitative data can help interpret the quantitative results. A household survey conducted in Malawi and Zambia for a World Bank study of funds for community-identified and implemented projects (social funds) found that participation rates in the project selection decision meeting was very low, but participation rates in project implementation very high. Qualitative fieldwork showed that the decision on the choice of
Table 1
Eight Commonly Used Quasi-Experimental and Non-experimental Impact Evaluation Designs

<table>
<thead>
<tr>
<th>Key</th>
<th>Start of project [pre-test]</th>
<th>Project intervention [Process not discrete event]</th>
<th>Mid-term evaluation</th>
<th>End of project [Post-test]</th>
<th>The stage of the project cycle at which each evaluation design can be used.</th>
</tr>
</thead>
<tbody>
<tr>
<td>T  =  Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P = Project participants; C = Control group</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1, P2, C1, C2 First and second observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X = Project intervention (a process rather than a discrete event)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative Impact Evaluation Design</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>T2</td>
<td>T3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RELATIVELY ROBUST QUASI-EXPERIMENTAL DESIGNS**

1. **Pre-test post-test non-equivalent control group design with statistical matching of the two groups.** Participants are either self-selected or are selected by the project implementing agency. Statistical techniques (such as propensity score matching), drawing on high quality secondary data used to match the two groups on a number of relevant variables.

<table>
<thead>
<tr>
<th>P1</th>
<th>C1</th>
<th>X</th>
<th>P2</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Start</td>
<td></td>
</tr>
</tbody>
</table>

2. **Pre-test post-test non-equivalent control group design with judgmental matching of the two groups.** Participants are either self-selected or are selected by the project implementing agency. Control areas usually selected judgmentally and subjects are randomly selected from within these areas.

<table>
<thead>
<tr>
<th>P1</th>
<th>C1</th>
<th>X</th>
<th>P2</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Start</td>
<td></td>
</tr>
</tbody>
</table>

**LESS ROBUST QUASI-EXPERIMENTAL DESIGNS**

3. **Pre-test/post-test comparison where the baseline study is not conducted until the project has been underway for some time** (most commonly this is around the mid-term review).

<table>
<thead>
<tr>
<th>P1</th>
<th>C1</th>
<th>X</th>
<th>P2</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>During project implementation (often at mid-term)</td>
<td></td>
</tr>
</tbody>
</table>

4. **Pipeline control group design.** When a project is implemented in phases, subjects in Phase 2 (i.e., who will not receive benefits until some later point in time) can be used as the control group for Phase 1 subjects.

<table>
<thead>
<tr>
<th>P1</th>
<th>C1</th>
<th>X</th>
<th>P2</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Start</td>
<td></td>
</tr>
</tbody>
</table>

5. **Pre-test post-test comparison of project group combined with post-test comparison of project and control group.**

<table>
<thead>
<tr>
<th>P1</th>
<th>X</th>
<th>P2</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Start</td>
<td></td>
</tr>
</tbody>
</table>

6. **Post-test comparison of project and control groups**

<table>
<thead>
<tr>
<th>X</th>
<th>P1</th>
<th>C1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start</td>
<td></td>
</tr>
</tbody>
</table>

**NON-EXPERIMENTAL DESIGNS (THE LEAST ROBUST)**

7. **Pre-test post-test comparison of project group**

<table>
<thead>
<tr>
<th>P1</th>
<th>X</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8. **Post-test analysis of project group.**

<table>
<thead>
<tr>
<th>X</th>
<th>P1</th>
</tr>
</thead>
<tbody>
<tr>
<td>End</td>
<td></td>
</tr>
</tbody>
</table>

Source: Adapted from Bamberger, Rugh, & Mabry (2006).
The project was taken by a small group, usually the village headmen and the school head teacher, and then announced in the community meeting, with each household instructed to send a worker on a particular day (World Bank, 2002). Whilst this was not the community participation envisaged by the program’s designers, it has proved an effective means of rapidly expanding social infrastructure in rural areas.

A third method is to make maximum use of available secondary data, including project monitoring data which are usually under-utilized in project evaluations. A fourth is to include, whenever time and budget permit, collection of data at additional points in the project cycle. In some cases this may be at some point during project implementation while in other cases this may involve data collection some time after the project has been completed so as to assess project sustainability.

Addressing Time and Budget Constraints

Addressing Budget Constraints

Five options can be considered (Bamberger, Rugh and Mabry. 2006. Chapter 3). First, considerable cost savings are often possible by eliminating one or more of the four data collection points (pretest/posttest project and control group). For example, design 5 eliminates baseline control group data and design 6 eliminates all baseline data. There is clearly a trade-off that must be assessed for this and the following options between cost savings and methodological rigor. Second, the data collection instruments can be simplified to reduce the amount of information to be collected. Often considerable amounts of unnecessary or low-priority information can be eliminated by judicious pruning. In other cases it may be possible to reduce the number of people from whom information is collected (for example, only interviewing the household head—although this can affect the quality of information on the opinions, behavior and economic activities of household members who are not interviewed). Third, the creative use of secondary data can often reduce data collection costs. Fourth, a judicious assessment of expected effect size and power analysis may sometimes make it possible to reduce sample size while still obtaining satisfactory estimates of project impact. Finally, there are often ways to reduce the costs of data collection. One possibility is to use less expensive interviewers such as medical students or student teachers rather than commercial interviewers. In some cases questionnaires could be self-administered (rather than hiring interviewers) and in other cases it may be possible to obtain information through direct observation rather than household surveys (for example, observing pedestrian and vehicular traffic patterns, or direct observation of time-use and sexual division of labor).

While it is often assumed that the evaluation will always require the collection of primary data, it is often possible to significantly reduce time and cost, as well as enhance quality by drawing on available secondary sources of data (White 2006). In addition to primary data collection in both project and control areas, it may be possible to obtain data from one of the following sources:

- **use of existing secondary data from already completed surveys** (demographic and health surveys, living standard measurement studies etc), as a baseline for both project and control areas.
- **use of secondary data, as discussed above, for control groups with the collection of primary data for project area**. This option is often used when the sample of project households in the secondary source is too small or where additional information, not included in the previous survey must be collected on the project population.
- *piggy-backing* in which an additional module can be added to an already planned survey, possibly over-sampling the project area to obtain the desired power

- *synchronized survey* in which a larger survey is used to select the control group (for example by propensity score matching) and a survey is carried out only amongst the project group.

The Inter-American Development Bank has been very successful in supporting low-cost impact evaluations while avoiding any new data collection. It has used proposals submitted to undertake studies to identify existing data sources, to which it can obtain access for local research teams who may not otherwise be able to obtain those data for analysis (and in consequence put in cheap bids to achieve this privilege).

### Addressing Time Constraints

Most of the above techniques can also be used to reduce time (Bamberger, Rugh and Mabry 2006 Chapter 4). When time is a constraint but there is an adequate budget it is sometimes possible to contract local consultants to conduct preparatory studies to save time for foreign or out of town consultants in order to increase the efficiency of the limited time they can have available for in-country or project visits. Video-conferencing can also be an effective way to improve coordination and save time. Hiring more researchers, interviewers or data analysts may also be considered to reduce the time required for data collection and analysis. However, increasing the size of the research team also increases the complexity of coordination so that less time may be saved than expected. Data collection technology such as hand-held computers, internet surveys and optical scanning are also possible time-savers.

### Addressing Data Constraints

Real-world evaluations often lack baseline data, particularly on the control group but also quite often on the project population as well. The lack of a baseline is important since if selection is based on unobservable factors that don’t vary over time then their influence can be removed by double differencing. For the same reason, double differencing also helps when there has been inadequate definition of the control population. A number of strategies are available to reconstruct baseline data (Bamberger, Rugh and Mabry 2006 Chapter 5).

First, as mentioned above, an existing survey may serve this purpose. Second, existing documentary data from within the organization or from other sources can be used, or key informants can also be asked to provide information on pre-project conditions. Finally, informants can be asked to recall their situation prior to the start of the project. Some evaluators question the validity of recall as it is particularly vulnerable to bias because of intentional distortion or lapses of memory. But all questionnaires are based on recall – so it is actually a question of degree rather than whether the approach should be used at all. Areas such as income and expenditure and fertility behavior, in which extensive research has been conducted on the reliability of recall, have shown that it is possible to identify the direction and magnitude of bias as well as identifying ways to reduce the bias. For example, between 1989 and 1998, the National Sample Survey in India experimented with different recall periods for measuring expenditure. It was found that when the 30-day recall period for food items was replaced with a 7-day period, the total estimated food expenditures increased by around 30%. When at the same time the 30-day recall period for infrequent expenditures was replaced with a one-year recall, the estimated total expenditure increased by about 17% (Deaton 2005). A number of studies have found there is a general
tendency to under-estimate small expenditures (truncation) and to over-estimate major expenditures (telescoping). Bamberger, Rugh and Mabry 2006 pp. 97-99 for a brief review of the recall literature.

Similar research in other areas (mainly by comparing information provided on current behavior or assets with recall of this same information at a future point in time) could greatly enhance the utility of recall. But for the time being it can be noted that major events and purchases (such as main assets like a vehicle or livestock) can be recalled with reasonable accuracy, especially if other methods are used to triangulate the information. Asset measures, combined with indicators of housing quality, are increasingly used as a proxy for the more difficult to measure outcome of household income. Krishna et al. (2005) use recall for an asset based approach to analyzing poverty trends in a number of Indian villages over a 25 year period.

There are also a number of PRA techniques that can be used to reconstruct baseline conditions. The term PRA (Participatory Rural Appraisal) is now commonly used as a generic term to describe a wide range of participatory planning and evaluation techniques that are used with groups or communities to identify their development priorities; their perception of the constraints affecting the achievement of their goals and the resources they can draw on; and their opinions on the effectiveness of community organizations and external programs. PRA techniques were originally developed, drawing heavily on the work of Robert Chambers (e.g. Chambers 1994a, b and c), for working with mainly rural communities with low levels of literacy and often with difficulties in expressing their ideas verbally and consequently PRA has developed a wide range of techniques that do not involve reading or writing and that use non-verbal communication. With all of these techniques a facilitator works with community groups, rather than individuals and uses social maps, charts and other visual and easily understandable techniques to reconstruct time-lines, trend analysis, historical transects and seasonal diagrams to trace the evolution of the community and the critical incidents in its history (Kumar 2002). PRA methods are also helpful for addressing another data constraint which occur when data collection methods are not adequate for collecting sensitive information or for identifying, locating and interviewing difficult-to-reach groups. In addition to questions concerning potential biases in information collected from groups and how the data can be incorporated into quantitative analysis, a problem with most group-based data collection is that the sample size is significantly reduced as the unit of analysis becomes the group rather than the individual or household. This is particularly important when group-based techniques are advocated as a way to reduce the costs of data collection through household sample surveys.

Conclusions

We conclude that RCTs do indeed have a role to play in developing countries. Although, even under the most favorable circumstances RCTs will only make up a small percentage of impact evaluations, they are currently falling short of even that amount so there is scope for expansion, and given their limitations it is necessary to identify other means of undertaking impact studies. These other means must also address the time and budget constraints under which evaluators are frequently forced to operate. We have presented a range of designs with a range of costs and rigor. Where the most rigorous designs are not possible then a good theory-based approach will lend plausibility to the findings.
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Table 3 sums up challenges and barriers in designing e-government systems in developing countries as documented in literature. Table 3. Challenges for designing e-government systems in developing countries. In section 3, existing guidelines for designing e-government systems were compared using clustering analysis technique. Among other observations previously discussed, eight guidelines indicate vision and policy/strategy as entry points to embark on e-government initiatives followed by implementation plans and execution where most activities in the guidelines involve different stages of executing the plans.